Program Explanation and Higher-Order Properties
Our aim in this paper is to evaluate Frank Jackson and Philip Pettit’s ‘program explanation’ framework as an account of the autonomy of the special sciences. We argue that this framework can only explain the autonomy of a limited range of special science explanations. The reason for this limitation is that the framework overlooks a distinction between two kinds of properties, which we refer to as ‘higher-level’ and ‘higher-order’ properties. The program explanation framework can account for the autonomy of special science explanations that appeal to higher-level properties but it does not account for the autonomy of most of those explanations that appeal to higher-order properties.

1. Introduction

The program explanation framework was developed by Frank Jackson and Philip Pettit in a series of articles and a book during the 1980s and 1990s. It was applied to a number of philosophical issues, such as the puzzle of mental causation in the philosophy of mind and the reductionism versus autonomy of the special sciences debate in the philosophy of science. Our aim in this paper is to evaluate the program explanation framework (hereafter ‘PE’) as an account of the autonomy of the special sciences. Essentially, we will argue that this account has a more restricted scope than Jackson and Pettit suggest, since it can only explain the autonomy of a limited range of special science explanations. The reason for this limitation, we suggest, is that the account overlooks a distinction between two kinds of properties with different ontological statuses. We will refer to them as ‘higher-level’ properties and ‘higher-order’ properties.

We will proceed as follows. In section 2, we will describe the motivation for the PE framework. This will allow us to appreciate what hinges on it, and it will help us assess the framework in terms of whether it does the work that it is designed to do. In section 3, we will offer an overview of the program explanation framework focusing on two key notions in it: Causal relevance and the programming relation. In section 4, we will raise a difficulty for PE having to do with the programming relation, and we will contrast it with a different objection against program explanation in the literature. Our contention is that some of Jackson and Pettit’s examples of program explanation do not qualify as such according to their own characterization of what a program explanation is. In section 6, we will put forward a diagnosis of why this problem arises. This diagnosis relies on the distinction between higher-order properties and higher-level properties, which will be introduced in section 5. Our conclusion is that the PE framework can account for the autonomy of special science explanations that appeal to higher-level properties but it does not account for the autonomy of most of those explanations that appeal to higher-order properties. 

2. Causation and autonomy in the special sciences

The idea that the special sciences are autonomous with respect to Physics seems to have gained widespread acceptance in the philosophy of science. The claim that the special sciences are autonomous can mean a number of things, though, and one often needs to pull apart epistemological, ontological and semantic theses that may be implicit in it while discussing the topic of reduction versus autonomy. For the purposes of this discussion, we can read the claim that the special sciences are autonomous as a claim about explanation.
 The claim would then be that a causal explanation of some event that appeals to chemical, biological or psychological events to make it intelligible is autonomous with respect to any causal explanation of the same event offered by Physics.
 There seems to be an intuitive sense in which an explanation of an event offered by a special science remains valid even if we can also explain it by mentioning the physical event that brought it about. Suppose, for instance, that we had an explanation of a subject’s bodily movement in terms of her mental properties.
 Imagine that Psychology had provided us with some story about the subject’s desires, beliefs, emotions and sensations in terms of which we could make sense of her movement. (Consider, for example, an explanation of the sort ‘the subject’s foot suddenly pressed the brake pedal because she saw and animal in the middle of the road and she wanted to avoid a collision.’) Suppose, now, that Physics traced the subject’s bodily movement back to the physical event that caused it.  It seems that the psychological story about why the subject moved would not lose its explanatory status at the time that Physics provided us with an answer to that question.
 Thus, the idea that special science explanations are autonomous with respect to physical explanations of the same events does seem to have a strong intuitive appeal. The challenge is to specify what accounts for this intuition exactly. 

A natural thought regarding the autonomy of special science explanations is that they capture causal relations that are as real as, and different from, those captured by explanations in Physics. This would indeed account for the intuition that they are autonomous. Suppose that the properties to which we appeal in special science explanations were causally efficacious for those properties whose instantiations are to be explained. Suppose, furthermore, that those causal relations were different from the causal relations which physical explanations refer to. Then, it would make sense that we continue to regard a special science explanation of an event as legitimate once a physical explanation of the same event becomes available. After all, if the former explanation is correct, then the causal relation that it describes will remain in place whether or not we acquire the latter explanation. Let us refer to this view of special science explanations as the ‘causal autonomy’ picture. 

The causal autonomy picture accounts for the intuition that special science explanations are autonomous at a considerable cost. Notice that it carries two strong ontological commitments with it. If the picture is correct, then the properties in the domains of the special sciences must be, on the one hand, causally efficacious and, on the other hand, different from those in the domain of Physics. Let us refer to these two implications as ‘causal efficacy’ and ‘anti-reductionism’ respectively. Causal efficacy suggests that the special sciences deliver causal explanations in a sense of ‘causal’ that is just as robust as the sense in which Physics provides us with causal explanations. Anti-reductionism, on the other hand, is entailed by a certain consideration often raised in support of the autonomy of the special sciences, namely, that the properties in the domains of the special sciences are ‘higher-order’ with respect to physical properties.
 Thus, it seems that advocates of the autonomy of the special sciences will not be troubled by these two implications of the causal autonomy picture.

Nonetheless, the main difficulty for this picture precisely concerns its commitment to causal efficacy and anti-reductionism. An influential argument has been used to suggest that either higher-order properties are causally inefficacious or they are not different from physical properties after all. This is the ‘supervenience argument’ mounted by Jaegwon Kim.
 If this argument succeeds, the intuitive autonomy of special science explanations cannot consist in that they capture causal relations that are different from those captured by physical explanations of the same events. Assuming that the argument goes through, special science explanations must be autonomous in a different sense from that implicit in the causal autonomy picture, or they are not autonomous at all.

There are, therefore, two ways for the advocate of the autonomy of the special sciences to proceed. She may choose to challenge the supervenience argument.
 In that case, she does not need to build a new account of our original intuition about the autonomy of special science explanations. If the supervenience argument can be overcome, then anti-reductionism and causal efficacy will provide her with such an account. Alternatively, she may want to offer an explanation of our intuition that special science explanations are autonomous which differs from that implicit in the causal autonomy picture. In that case, she does not need to concern herself with the details of the supervenience argument. If she can offer an account of that intuition that does not require either causal efficacy or anti-reductionism, then that account will not be threatened by the supervenience argument. As we are about to see, Jackson and Pettit choose the latter path.  

3. Program explanation: A reconstruction

The main idea in the PE framework is to construe special science explanations as causal explanations in a less robust sense than that implicit in the causal autonomy picture. According to Jackson and Pettit, there is a certain feature of some explanations that makes them qualify as causal explanations even if they do not inform us of a property that was causally efficacious for the property instantiation to be explained. An explanation of why a certain property was instantiated, Jackson and Pettit claim, qualifies as a genuine causal explanation if the property mentioned in its explanans is ‘causally relevant’ for the property mentioned in its explanandum.
 This seems to be the feature of special science explanations that is responsible for their autonomy within the PE framework. For Jackson and Pettit suggest that higher-order properties in the domains of the special sciences are causally relevant for those properties whose instantiations they are meant to explain. The reason why special science explanations are supposed to appeal to causally relevant properties is that they are explanations of a particular type, namely, ‘program explanations.’
 And program explanations, Jackson and Pettit claim, refer to properties that are causally relevant for those events which they are meant to explain.

This view of special science explanations constitutes an alternative to the causal autonomy picture. It is aimed at providing special science explanations with a privileged status that does not require the causal efficacy of the properties mentioned in their explanantia. Thus, if a compelling case can be made for the PE framework, it will give us a way of accounting for the intuition that special science explanations are autonomous which, unlike the causal autonomy picture, does not conflict with the conclusion of Kim’s argument. If this reconstruction of the overall project in PE is correct, then the framework ultimately rests on the following three theses:

(1) Special science explanations are program explanations

For any properties P1, P2 and any explanation E:

If E is an explanation of why P2 was instantiated that appeals to P1’s instantiation, and P1 is in the domain of a special science, then E is a program explanation of why P2 was instantiated.

(2) Program explanations refer to causally relevant properties

For any properties P1, P2 and any explanation E:

If E is a program explanation of why P2 was instantiated that appeals to P1’s instantiation, then P1’s instantiation is causally relevant for P2’s instantiation. 

(3) Causally relevant properties do not need to be causally efficacious

There are properties P1 and P2 such that:

P1’s instantiation is causally relevant for P2’s instantiation but P1’s instantiation is not causally efficacious in bringing about P2’s instantiation. 

In order to assess the PE framework, we need to do two things. First, we need to get clear on what a program explanation is. Otherwise, (1) and (2) will be hard to evaluate. Then, we need to specify what it takes for the instantiation of some property to be causally relevant for the instantiation of another property. This will help us evaluate (2) and (3). Let us address these two issues as we spell out the contents of theses (1-3) in order.

Thesis (1) says that special science explanations fall under the programming type. What is that type? Jackson and Pettit introduce the notion of program explanation by way of examples. A particularly graphic one is the following.
 Imagine a closed glass flask with water in it. The water reaches boiling point and the flask breaks. Two alternative explanations of why the flask broke are available:


EXP(1)

It broke because the water was at boiling point.


EXP(a)

It broke because such-and-such water molecules struck such-and-such




molecular bond in the flask with such-and-such momentum.

The former explanation is an instance of program explanation whereas explanations of the latter kind are labeled ‘process explanations’ within the PE framework. This terminology is due to the relation that is meant to hold between the properties mentioned in the two explanantia. The property mentioned in the first explanation is supposed to have ‘programmed for’ the instantiation of a physical property that is causally efficacious for the event to be explained, which is the property mentioned in the second explanation. Jackson and Pettit also refer to this relation by saying that the instantiation of the former property ‘ensured that’ the instantiation of the latter one would occur.
 Thus, the boiling of the water programmed for the fact that (or it ‘ensured that’) some water molecule would strike a molecular bond in the flask with enough momentum to break it.

The idea that the instantiation of the property mentioned in EXP(1) programmed for the instantiation of the property mentioned in EXP(a) is somewhat vague. Jackson and Pettit unpack the equivalent relation of ‘ensuring’ in terms of probability-raising. The claim is basically that the boiling of the water in the flask raised the probability that some molecules in the contained water would strike the glass:

The rise in temperature explains the cracking of the flask simply because it makes it probable (to a point approaching certainty) that there will be a molecular collision of a kind sufficient to produce the cracking.

But what reason do we have to think that the properties mentioned in EXP(1) and EXP(a) stand to each other in such a probability-raising relation? Jackson and Pettit motivate this idea with the help of the following thought experiment: 

But consider now a possible world where the molecule vibrates and cracks the flask but where the water is not boiling. Here, there is a relevant difference between the process in the actual and in the possible world. In the actual world, the particular collision whereby the molecule cracks the flask is less improbable than it is in the possible world. The probability of that collision is raised –however little- by the fact that the water is boiling: the probability of the collision conditional on the boiling is higher than its probability otherwise.

The thought seems to be the following. Consider a possible situation that differs from the actual situation in that the property mentioned in EXP(1) is not instantiated even though the property mentioned in EXP(a) is. If we compare the actual situation with the possible situation where the molecules mentioned in EXP(a) strike the glass but the water is not boiling, Jackson and Pettit submit, our intuition will be that the probability of them striking the glass is higher in the actual situation. 

Generalizing from this example, it seems that what follows is an accurate characterization of program explanations: A program explanation of a certain event is such that the instantiation of the property mentioned in its explanans raises the probability that some causally efficacious property for the event to be explained is instantiated. We can now spell out thesis (1) by using this characterization of program explanations. Basically, the claim is that if some explanation E appeals to a property P1 in the domain of a special science to account for the instantiation of some other property P2, then the instantiation of P1 raised the probability that some causally efficacious property for P2 was instantiated.  

Let us turn to thesis (2) now. According to it, a program explanation of an event appeals to causally relevant properties for it. So what is it about an explanation of the programming type that makes the property mentioned in its explanans causally relevant for the event to be explained? Program explanations are meant to have one interesting epistemic feature. They provide information of a modal kind not provided by the corresponding process explanations. More specifically, they inform us of a number of properties whose instantiation would have been causally efficacious in bringing about the event to be explained, one of which was actually efficacious in its production.
 For the sake of brevity, let us refer to this aspect of program explanations by saying that they ‘carry modal information.’ 

To illustrate, EXP(1) provides the information that, in a range of possible situations where the molecules mentioned in EXP(a) do not strike the glass, the flask still breaks. It provides it by appealing to the water boiling, which delimits the relevant range of possible situations. The thought is that even if the specific molecules mentioned in EXP(a) had not struck the glass, other molecules would have been causally efficacious in bringing about the breaking of the flask provided that the water had been boiling. EXP(1) carries modal information in that it conveys precisely that thought. Jackson and Pettit illustrate this feature of program explanations with a number of other examples. These include, for instance, the following two pairs of program/process explanations:

EXP(2) 
The glass shattered when it fell to the floor because it was fragile.

EXP(b)

The glass shattered when it fell to the floor because it had such-and-such

molecular composition.

EXP(3) 
Trees grew faster in Melbourne than in Canberra because there were more frosts in Canberra.

EXP(c)
Trees grew faster in Melbourne than in Canberra because there were 15 frosts in Canberra and 3 in Melbourne.

Consider EXP(2) and EXP(b). (Analogous considerations will apply to the other pair.) By grasping EXP(b), we understand something about the course of events that actually caused the glass to shatter, but we do not know whether it would have shattered had things been slightly different. We do not have any information as to whether it would have shattered if it had had a different molecular composition. By contrast, when we grasp EXP(2), we understand that a number of properties of the glass would have equally caused it to shatter. Suppose that molecular compositions X, Y and Z make things fragile. Then, by grasping EXP(2), we obtain the information that the glass would have shattered had it had X, Y or Z.  This aspect of program explanations is what makes the properties mentioned in their explanantia relevant for the events to be explained. We are now in a position to spell out the claim that program explanations refer to causally relevant properties. Claim (2) essentially says that if a program explanation E appeals to a property P1 to account for the instantiation of a different property P2, then E conveys the following information: A range of properties whose instantiation is consistent with the instantiation of P1 would have been equally efficacious in bringing about P2’s instantiation, and one property within that range actually brought it about.

Let us finally turn to thesis (3). We have just seen that, within the PE framework, the causal relevance of a given property for some other property comes down to the fact that there is an explanation with modal information that appeals to the former property to explain the latter one. If this is correct, then (3) is basically the claim that, in some cases, we try to explain the instantiation of a property by appealing to the instantiation of another property that was not efficacious in producing it. However, (3) tells us, it required that one among a certain range of properties would be instantiated, and any of those instantiations would have been equally efficacious in producing the event to be explained. 

Where does this leave us? In section 2, we saw that the way in which the causal autonomy picture accounted for our intuition that special science explanations are autonomous conflicted with the outcome of the supervenience argument. The point of theses (1-3) is to provide us with an alternative account of that intuition. If thesis (2) is correct, then explanations of a certain type have a privileged epistemic status. If thesis (3) is correct, then that status does not conflict with the conclusion of the supervenience argument. And if thesis (1) is correct, special science explanations fall under the relevant type. Thus, special science explanations remain autonomous regardless of Kim’s argument. A substantial result in the philosophy of science hinges, then, on the plausibility of the PE framework. Let us turn to its evaluation now.

4. A problem of scope

There is a certain aspect of Jackson and Pettit’s proposal that has received some criticism in the literature on program explanation, namely, their suggestion that properties in the domains of the special sciences can be causally relevant for some events without being efficacious in producing them. Some commentators have objected that if special science explanations are program explanations, then the properties mentioned in their explanantia turn out to be causally efficacious for the events which they are meant to explain. If this is right, then PE entails the causal efficacy view, in which case it runs into the same difficulties as those that threatened the causal autonomy picture. It is therefore a substantial objection, but we will not be advocating it in the present discussion. Instead, we wish to raise a different objection against the PE framework. This objection concerns the scope of program explanation. 

We will argue that several of the examples put forward by Jackson and Pettit as paradigmatic cases of program explanation do not qualify as such according to their own characterization of what a program explanation is. This raises the more general question of whether some kinds of special science explanations (the kinds illustrated by those examples) might fall outside the programming type. There is a sense in which this worry is more basic than the concern about the causal efficacy of the properties mentioned in program explanations, but there is also a sense in which it does not cut as deep. In order to appreciate this, let us examine the two objections in order.

Let us consider, first of all, the objection that properties mentioned in the explanantia of special science explanations cannot be causally relevant without being causally efficacious. Mariam Thalos, for instance, has argued that, on several of the standard accounts of causation, the property mentioned in the explanans of a program explanation counts as causally efficacious for the event to be explained.
 The reason is that the property in question is supposed to stand in the probability-raising relation to some property that is causally efficacious for the event to be explained. And, whether we think of causation along probabilistic lines, or we think of it in terms of counterfactual dependence or INUS conditions, any property that is in such a relation to a causally efficacious property for the event to be explained will itself be, Thalos claims, causally efficacious for that event. If this is right, then the properties mentioned in the explanantia of program explanations will not only be relevant for those events which they are meant to explain; they will also be causally efficacious for them. Which means that if special science explanations are program explanations, then the properties mentioned in their explanantia are, after all, causally efficacious for the events targeted by those explanations.

The bottom line of this objection is then that construing special science explanations as program explanations may not make it easier to account for the intuition that they are autonomous. But should we, in any case, view special science explanations as program explanations? Recall the examples that Jackson and Pettit put forward as paradigmatic instances of program explanations; that is, EXP(1) to EXP(3). Our contention is that two of these central examples fail to qualify as program explanations. After making a case for this claim, we will offer a diagnosis of why some of Jackson and Pettit’s examples fail whereas others do not. This will allow us to generalize to a conclusion about which kinds of special science explanations can be construed as program explanations, and which kinds cannot. 

Let us begin by recalling that, for a certain explanation to qualify as a program explanation, the property mentioned in its explanans needs to ensure that some causally efficacious property for the event to be explained is instantiated. This, in turn, meant that the instantiation of the former property has to raise the probability that the latter property is instantiated. We have already seen how Jackson and Pettit use the contrast between EXP(1) and EXP(a) to make the case that EXP(1) fulfills this requirement. Let us now examine whether EXP(2) and EXP(3) fulfill it as well. 

Consider the pair EXP(3) and EXP(c) first. If EXP(3) counts as a program explanation of the Melbourne trees growing faster than the Canberra trees, then the fact that there were more frosts in Canberra must have raised the probability that there would be 15 in Canberra and 3 in Melbourne. This claim sounds strained. If we revisit the grounds that Jackson and Pettit had to claim, with regards to EXP(1) and EXP(a), that the boiling of the water raised the probability that certain molecules would strike the flask, we can appreciate why the analogous claim for EXP(3) and EXP(c) seems counter-intuitive. The reason is that the thought experiment used by Jackson and Pettit to motivate the relevant intuition cannot be run for EXP(3) and EXP(c). Recall how Jackson and Pettit make their case for the view that the property mentioned in the explanans of a program explanation is in a probability-raising relation to the property mentioned in the explanans of a process explanation of the same event. The idea was basically to compare the actual situation with a possible situation where the property mentioned in the explanans of the process explanation was instantiated but the property mentioned in the explanans of the program explanation was not. We were supposed to have the intuition that the probability of the property mentioned in the process explanation being instantiated is higher in the actual situation than it is in the imagined possible situation. However, in the case of EXP(3) and EXP(c), there is no such possible situation for us to imagine. There is no situation where there are 15 frosts in Canberra and 3 in Melbourne but the number of frosts in Canberra is not higher than the number of frosts in Melbourne. Thus, Jackson and Pettit’s thought experiment cannot be run to motivate the intuition that the number of frosts being higher in Canberra raised the probability that there would be 15 frosts in Canberra and 3 in Melbourne. 

Why is this important? The probability-raising relation is supposed to ground the metaphors of ‘ensuring’ and ‘programming’ that Jackson and Pettit use to describe the relation between the property mentioned in a program explanation and the property mentioned in a process explanation of the same event. If the thought experiment that indicates whether that relation obtains is not available in the case of EXP(3) and EXP(c), then there does not seem to be any reason to think that the relation holds between the properties mentioned in their explanantia. And, in the absence of such a reason, it is hard to see why we should count EXP(3) as a program explanation.

Things are slightly different in the EXP(2) case. There is certainly a possible situation where the glass has the same molecular composition as it has in the actual situation even though, in that possible situation, that composition does not constitute a categorical basis for fragility. Thus, in the EXP(2) case, the problem is not that Jackson and Pettit’s thought experiment is not available. The problem is rather that the thought experiment is only available at the cost of losing its pull. Suppose that the molecular composition of the fragile glass is X in the actual situation (call it W). Admittedly, there is a possible situation (call it W*) where the glass has composition X but things with composition X are not fragile. But notice that W* must be so different from W in order for this to be the case that what happens in W* seems irrelevant for Jackson and Pettit’s purposes. The purpose of the thought experiment was to motivate the intuition that the property mentioned in the process explanation was more likely to be instantiated in the situation where the property mentioned in the program explanation was instantiated as well. Now, it may be true that, in W, the glass is fragile and it has X whereas, in W*, it is not fragile even though it has X. But facts about physical composition, causation and laws of nature must be so different in W* for that to happen that, when one compares W with W*, it is difficult to have any intuitions at all about the likelihood of the glass having X in W* versus the likelihood of it in W. It seems that, in order for Jackson and Pettit’s intuition pump to be effective, one needs to hold fixed, in the imagined possible situation, as many of the actual facts as possible. And we will not be able to do that if we try to imagine a possible situation where the molecular composition that is actually a categorical basis for fragility does not constitute a categorical basis for that disposition.

Interestingly, EXP(2) and EXP(3) illustrate two types of common explanations in the special sciences. EXP(2) exemplifies a kind of explanation that often takes place in psychology and biology. This is the kind of explanation where an event is explained by reference to the fact that some property with a certain causal role was instantiated: ‘The subject lost concentration because she was in pain’, ‘the subject was born with blue eyes because she had the gene corresponding to that trait’, and so on. In these claims, an event is explained by mentioning that some property or other playing a certain causal role (as opposed to the property that actually plays that role) was instantiated.
 Let us call explanations of this type ‘functional state explanations’ and let us refer to the properties mentioned in their explanantia as ‘functional properties.’ 

EXP(3), on the other hand, represents a kind of explanation that takes place in history as well as economics, sociology and anthropology. This is the kind of explanation where the fact to be explained is a relation between two objects (or aggregates of objects), and that relation is explained by mentioning a different relation that holds between the same objects (or aggregates of objects): ‘Violent crimes are more common in the USA than in Australia because gun ownership is higher in the USA’, ‘the Bourbons lasted longer than the Windsors because they had more male offspring’, and so on.
 Let us call explanations of this type ‘relational explanations.’

Now, if EXP(2) exemplifies functional state explanations and EXP(3) exemplifies relational explanations, then the considerations that we have offered to challenge the idea that EXP(2) and EXP(3) are program explanations raise a similar concern about functional state explanations and relational explanations as a whole. One might think that if EXP(2) and EXP(3) are not program explanations, perhaps no functional state explanation or relational explanation is a program explanation either. We will be able to address this issue in section 6. As we will see, our diagnosis of why EXP(1) qualifies as a program explanation whereas EXP(2) and EXP(3) do not suggests that things are more complicated than that. For it indicates that some relational explanations and some functional state explanations can be program explanations despite the concerns about EXP(2) and EXP(3). Before we introduce the necessary apparatus to offer that diagnosis, though, let us close our discussion in this section by comparing the present objection about the scope of program explanation with the objection about the causal efficacy of properties mentioned in program explanations. 

There is a sense in which the problem about the scope of program explanation is more basic than the objection about the causal efficacy of programming properties. Basically, it should appear earlier in the dialectic on whether the PE framework accounts for the autonomy of the special sciences or not. Notice that Thalos is concerned with the plausibility of thesis (3) in light of (1) and (2): If special science explanations are program explanations and, consequently, they mention properties that are causally relevant for those events which they are meant to explain, then aren’t those properties causally efficacious for those events as well?
 By contrast, our concern is that thesis (1) appears to be false to begin with. And it seems that this concern should be raised previously to the worry about the causal efficacy of those properties that are mentioned in program explanations. For suppose that a certain explanation in some special science fails to qualify as a program explanation. Then, it will not really matter whether Jackson and Pettit can reformulate either their notion of causal relevance or their notion of program explanation in a way that allows for properties mentioned in special science explanations to be causally relevant without being causally efficacious. Even if Jackson and Pettit succeed in that task, the special science explanation in question will fall outside the scope of the PE framework. And, therefore, the view that program explanations appeal to causally relevant properties, and those do not need to be causally efficacious, will not be able to explain the intuition that the special science explanation at issue is autonomous.    

However, there is also a sense in which Thalos’s objection cuts deeper than the objection about the scope of PE. Basically, the former objection remains in those cases in which the latter one does not apply because the explanation is uncontroversially a program explanation. Notice that, essentially, we are proposing to restrict the scope of the PE framework. We are suggesting that those special science explanations that fall under the programming type are fewer than Jackson and Pettit seem to think. But this point is neutral on whether the PE framework can help us explain the intuitive autonomy of those explanations that do fall under the programming type, such as EXP(1). The upshot is that PE advocates face two independent problems. First of all, they need to restrict their claims to special science explanations of particular kinds. (We are about to see which kinds exactly.) And, then, they need to address the issue of whether properties mentioned in program explanations can indeed be causally inefficacious for the events being explained. 

We should not jump to the conclusion, however, that the PE framework is hopeless. There certainly are strategies available to Jackson and Pettit to deal with both problems above. With regards to the second problem, they may want to point out that the use of ‘causally efficacious’ that is relevant for the supervenience argument involves the push-and-shove, or productive, conception of causation. (Kim does seem to accept that mental properties may be related to physical properties by the relation of counterfactual dependence, for instance.) But Thalos only claims that properties mentioned in special science explanations are causally efficacious on other conceptions of causation. Thus, Jackson and Pettit could argue that Thalos’s criticism that causal relevance collapses into causal efficacy relies on a sense of ‘causally efficacious’ which is not relevant to the discussion.
 With regards to the first problem, the most promising avenue for Jackson and Pettit might be to re-construe the notion of ‘ensuring’ or ‘programming.’ Notice that this relation plays an important role in the characterization of what a program explanation is. And our concerns about the scope of the program explanation framework stemmed from the fact that this relation is, in turn, characterized as a probability-raising relation. Notice that the point that EXP(2) and EXP(3) do not qualify as program explanations clearly relied on a probability-raising interpretation of the relation of ‘ensuring’ or ‘progamming.’ Thus, if Jackson and Pettit can spell out this relation in terms other than probability raising, then the above-mentioned worry about explanations such as EXP(2) and EXP(3) may no longer arise, and it may be possible for the program explanation framework to have the right scope after all.
 In that sense, our own criticism of the program explanation framework is more a challenge than a knock-down objection. In the absence of a clear alternative as to how to characterize the relation of ‘ensuring’ or ‘programming,’ though, we will put the possibility of re-defining that relation aside for what remains of the discussion. In what follows, we will continue to assume that a property in the explanans of a program explanation ‘programs for’ the instantiation of a causally efficacious property for the property mentioned in its explanandum in that it raises the probability of such a property being instantiated. 
5. Varieties of higher-order properties

Let us take stock. We began by noticing that the PE framework is committed to the view that special science explanations are program explanations. This was the starting point in the project of accounting for their autonomy. Next, we specified the conditions that any explanation had to meet to qualify as a program explanation. Then, we went through some instances of explanation put forward by Jackson and Pettit. Two of those examples were meant to be, on the one hand, representative of two types of special science explanations and, on the other hand, they were meant to be paradigmatic cases of program explanation. But, finally, we saw that those examples do not actually meet the necessary conditions to qualify as program explanations.   

What does that show exactly? This difficulty is more than a technical detail or an unfortunate choice of examples. It seems to be a symptom of a more substantial problem with the PE framework. Recall that an assumption often made while discussing the autonomy of the special sciences is that the properties in the domains of the special sciences are higher-order with respect to physical properties.
 It seems that this two-tier picture of properties is something that Jackson and Pettit want to preserve in the PE framework (properties mentioned in program explanations being somehow of a higher order than properties mentioned in process explanations). Unsurprisingly so, since this picture is very congenial to the idea that the special sciences pitch, as it were, their explanations at different levels from that at which physical explanations operate. However, there is an important distinction between two senses in which a property can be a ‘higher-order’ property.
 And the PE framework, we suggest, overlooks this distinction. This seems to be the right moral to draw from the fact that some of Jackson and Pettit’s examples of program explanation are problematic. For the distinction missed in the PE framework makes a difference to which higher-order properties can program for lower-order properties. Let us explain.

The popular picture of levels of explanation underlying PE actually involves two ontological hierarchies. First, there is a hierarchy of objects stratified into ‘levels’ according to the part/whole relation: Objects belonging to a given level are parts of those objects that belong to higher levels. This mereological hierarchy begins at its lowest level with the elemental particles of Physics, moving up to atoms, molecules, cells, organisms and social groups. Derivatively, we can think of some properties as being ‘at a higher level’ than others: Properties of a whole can be seen as being at a higher level than the properties of its parts. Thus, the mass of my whole body is at a higher level than, let us say, the shape of my heart. 

In addition to this mereological hierarchy, there is a two-tier hierarchy of properties divided into ‘orders’ according to the realization relation. We can think of higher-order properties as being generated through existential generalization from lower-order properties. More precisely, a property P is higher-order with respect to a property Q if there is some feature F such that P is the property of having some property with F, and Q has F.
 Consider the stock example for the neural correlate of pain in the philosophy of mind, that is, having C-fibers firing. Supposedly, that property is typically caused by tissue damage and it typically causes evasive behavior and verbal behavior such as screaming ‘ouch!’ Suppose that we follow functionalists in construing the property of being in pain as the property of having some property or other that is typically caused by tissue damage and typically causes the relevant kind of behavior. Then, being in pain will constitute an example of a higher-order property with respect to having C-fibers firing. 

Notice that, as these examples illustrate, properties may be at the same level while being of different orders and vice versa.
 Thus, the distinction between higher-level properties and higher-order properties can be best pictured in a diagram with two axes, one representing levels and one representing orders (figure 1 below):

Figure 1: Levels and orders
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The relevance of this distinction for our purposes is the following. Higher-level properties can be seen as programming for some of their corresponding lower-level properties. In this case, there is room for the property at the lower level to be instantiated without the property at the higher level being instantiated. The reason for this is simply that the properties of a whole are not completely determined by the properties of one of its parts.
 Thus, in the case of properties at different levels, we can compare the actual situation with a situation where the lower-level property was instantiated but the higher-level property was not. Which, in turn, means that we can motivate the intuition that the instantiation of the higher-level property raised the probability of the lower-level property being instantiated. By contrast, when it comes to properties of different orders, that intuition is much harder to motivate.

We have stipulated that a property P is higher-order with respect to a property Q if Q has a certain feature F and P consists in having some property with F. Now, are there any instances in which P can be seen as programming for Q? The crucial point for this issue is the modal status of the fact that property Q has feature F. Three scenarios suggest themselves: 

(i) It is logically necessary that Q has F.

(ii) It is nomologically necessary that Q has F.

(iii)
It is contingent that Q has F.
 

In scenario (i), there is no room for the lower-order property to be instantiated without the higher-order property being instantiated. If it is logically necessary that property Q has F, then, for any object x, it is logically necessary that if x has Q, then x also has P. Thus, in this scenario, we cannot compare the actual situation with the situation where the lower-order property was instantiated but the higher-order property was not. As a result, we cannot motivate the intuition that the instantiation of the latter property raised the probability of the former one being instantiated. This means that, in this scenario, we cannot specify the sense in which the higher-order property ‘programs for’ the lower-order property. 

In scenario (ii), there is room for the lower-order property to be instantiated without the higher-order property being instantiated. Suppose that some object x has Q. Suppose, furthermore, that it is nomologically necessary that Q has F. Then, there is a possible situation where the laws of nature are different, and Q lacks F. Assuming that it is possible for x to have Q even if Q lacks F, this means that, in scenario (ii), we can compare the actual situation with a situation where x has the lower-order property Q but it lacks the higher-order property P.
 Can we then motivate the intuition that the instantiation of P raised the probability of Q being instantiated? It seems to us that we cannot, since it is hard to have any intuitions about the likelihood of x having Q in a situation where the laws of nature are different from the actual laws versus the likelihood of it in the actual situation. Therefore, it seems that, in this scenario, we cannot specify the sense in which a higher-order property ‘programs for’ a lower-order property either.

Suppose, however, that Q has F contingently and some object x has Q. Then, there is a possible situation where Q lacks F. Assuming, once again, that it is possible for x to have Q even if Q lacks F, this means that there is a possible situation where object x has Q but x lacks P. And, in scenario (iii), this possible situation may not be so different from the actual situation, since the actual laws of nature can be preserved. Thus, if we can find a possible situation where x has Q and lacks P that is close enough to the actual one, then we may be able to motivate the intuition that x having P raised the probability that it would have Q. It may be possible, then, to make the case that a higher-order property programs for a corresponding lower-order property provided that the relevant feature of the lower-order property is a contingent feature of it. 

The upshot of these considerations is the following. Suppose that we are considering a pair of explanations of the same event, and we raise the question of whether they are in the program/process relation. Basically, what we need to do is to examine the ontological status of the properties mentioned in the two explanations. If their explanantia refer to properties at different levels, then it may be possible to make the case that one of them is a program explanation of the event whereas the other one is a process explanation of it. If, by contrast, they have explanantia that refer to properties of different orders, then we will need to consider which of the (i)-(iii) scenarios we are in. In scenario (iii), it does seem possible to make Jackson and Pettit’s case for the view that one of the explanations is a program explanation whereas the other one is a process explanation. In the other two alternatives, though, it does not seem that such a case can be made. 

6. Program explanation and the special sciences

Our diagnosis of why some of Jackson and Pettit’s examples of program explanation fail is that the PE framework collapses the notions of higher-order property and higher-level property. Notice that the example that did fit Jackson and Pettit’s characterization of program explanations involved a higher-level property whereas the examples that failed involved higher-order properties of types (i) and (ii). The properties mentioned in the explanantia of EXP(1) and EXP(a) are at different levels. The molecules mentioned in the explanans of EXP(a) are part of the mass of water mentioned in the explanans of EXP(1). By contrast, the properties mentioned in the explanantia of EXP(2) and EXP(b) are properties of different orders. The property of the glass mentioned in EXP(b) has a certain feature (namely, it makes the glass prone to shatter in certain circumstances) and the property of it mentioned in EXP(2) is the property of having some molecular composition with that feature. Furthermore, it falls into category (ii), since it seems to be nomologically necessary for things with a molecular composition that actually makes them fragile to be fragile. Finally, the properties mentioned in the explanantia of EXP(3) and EXP(c) are of different orders as well. The relation between the trees in Canberra and the trees in Melbourne mentioned in EXP(c) has a certain feature (namely, the number of frosts in the former group of trees is higher than the number of frosts in the latter) and the relation between the two groups of trees mentioned in EXP(3) is the relation of having some combination of frosts with that feature. Thus, the relation mentioned in EXP(3) seems to be of a higher-order than the relation mentioned in EXP(c). Unlike the previous case, though, it falls into category (i), as it is logically necessary for number 15 to be higher than number 3.

What is the scope of program explanation, then? Which are the special science explanations whose autonomy can be explained within the PE framework? In section 4, we raised the question of whether no relational explanation or functional state explanation counts as a program explanation. This might have seemed a natural conclusion to draw from our discussion of EXP(1)-EXP(3). We are now in a position to appreciate that it would have been a hasty conclusion. For we have just seen that the reason why EXP(2) and EXP(3) do not qualify as program explanations is that they involve higher-order properties of types (i) and (ii), and the reason why EXP(1) does qualify is that it involves a higher-level property. And there seems to be neither a correlation between the categories of relational explanation and higher-order property of type (i), nor a correlation between the categories of functional state explanation and higher-order property of type (ii). 

Not all relational explanations appeal to higher-order properties of type (i). Suppose that we are trying to explain why more people voted for party A than they voted for party B in the last election. We can explain it by claiming that more voters support a certain position X, which party A endorses but B does not. Alternatively, we may explain it by claiming that party A swung in its favor the majority of voters from a particular sub-set S of the total population, such as voters of a specific gender, age or race. (The idea being that, once that portion S of the population made up their minds, the outcome of the election was determined.) Now suppose that, among the voters in the sub-set S, all of those who voted for party A endorse position X. Then, the former explanation is a relational explanation that appeals to a higher-level property with respect to the property mentioned in the latter explanation. Examples of this kind suggest that relational explanations do not need to appeal to higher-order properties and, in particular, they do not need to appeal to those of type (i).

Functional state explanations do mention higher-order properties in their explanantia. The reason for this is that functional properties consist in having some property or other with a certain causal role and, therefore, with a certain feature. In other words, the causal roles of properties are features of those properties and, for that reason, all functional properties are higher-order properties. But not all functional-state explanations need to refer to higher-order properties of type (ii) specifically. For instance, suppose that we are trying to explain why the price of a certain beach house has not decreased. One of the properties to which we can appeal in our explanation is the house’s appeal. We can construe the property of being an appealing house as follows: A house is appealing just in case it has some property that produces the desire to own it in people who observe it or imagine living in it. The beach house, for instance, will be appealing because it has a property that produces the specified response in potential buyers, namely, its location. After all, most people seem to like houses in a waterfront. The beach house’s appeal then counts as a higher-order property of it with respect to its location. And, given that producing the relevant response is a causal power of the house’s location, its appeal is also a functional property of the house.
 However, the fact that the house’s location produces such a response is a contingent fact. (Potential buyers could have been much more concerned about the sea levels rising, for instance, in which case they might have wanted to avoid houses near water.) It therefore seems that at least some functional properties can be higher-order properties of type (iii). Thus, if we mention the fact that the beach house is an appealing property in order to explain why its price has not decreased, then we seem to be offering a functional state explanation that, unlike EXP(2), does not mention a higher-order property of type (ii).    

To sum up, our conclusion is that the PE framework has the resources to account for the intuitive autonomy of some explanations in the special sciences, but it does not account for the autonomy of all of them. The relevant distinction, it turns out, is not whether the explanation at issue is relational or functional state. What makes a difference to whether it falls under the scope of the PE framework or not is whether it appeals to a higher-level property or a higher-order property of type (iii). The significance of this conclusion for the philosophy of science will depend on how pervasive explanations of those kinds are in the special sciences. Some of the causal explanations of events in the special sciences will surely turn out to be functional state explanations. Then, the PE framework has little prospect of capturing the intuition that they are autonomous unless the relevant higher-order properties fall into category (iii). However, in other cases, the intuition that an explanation is autonomous will arise when we consider it by opposition to another explanation that appeals to properties of parts of a certain object, as opposed to properties of the whole object. (It seems to us that this is what happens, for instance, when people contrast so-called ‘personal-level’ with ‘sub-personal’ explanations in cognitive science.) In that case, the PE framework does seem to have the resources to account for the intuition that the explanation is autonomous. As far as we can see, there is no correlation between particular groups of special sciences and particular kinds of explanations. For that reason, whether a given causal explanation of some event in some special science falls under the scope of the PE framework or not will need to be decided on a case-by-base basis.
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� In what follows, we take an explanation to be a claim of the form ‘A happened because B happened.’ We will refer to the terms in the A and B positions as the explanandum and the explanans respectively.


� Not all explanations in the special sciences refer to events. Some are, for instance, explanations of capacities, such as cognitive psychological explanations of how we manage to read or recognize faces. Nor are all special science explanations causal. Some of them are, for instance, ‘functional analyses’ (Cummins 1975). However, we will restrict this discussion to those special science explanations that are causal explanations of events, since that seemed to be the original focus of PE.


� For the sake of this discussion, we will assume that an event is the instantiation of a property by an object at a time (Kim 1976). Thus, we will use the expression ‘explanation E appeals to property X’ to abbreviate that E’s explanans refers to the instantiation of X by a certain object at a certain time. Similarly, we will use the locution ‘property X is relevant for event B’ to abbreviate that X is relevant for the property whose instantiation constitutes B. Hopefully this will cause no confusion.  


� Also, consider the following situation. Let P1, P2, S1 and S2 be properties such that: (a) P1 and P2 are physical properties, (b) S1 and S2 are in the domain of a special science, and (c) P1 realizes S1 and P2 realizes S2. Imagine that we are trying to explain why S2 and P2 were instantiated and the following explanations are available: ‘S2 was instantiated because S1 was instantiated’ and ‘P2 was instantiated because P1 was instantiated.’ Are the two explanations in competition? Interestingly, in this case the latter explanation does not undermine the fomer explanation either. We thank an anonymous referee for suggesting this scenario. 


� See Fodor (1974) for a classical defense of this point.


� More precisely, the conclusion of the argument is that this disjunction holds provided that we accept three other assumptions which, Kim thinks, advocates of the autonomy of the special sciences should be ready to grant. For more on the supervenience argument, see Kim (1998, 37-47).


� The argument has certainly been opposed on several grounds. Two interesting challenges that focus on Kim’s ‘causal exclusion principle,’ for instance, can be found in Bennett (2003) and Yablo (1992).


� In (2004a, 60) and (2004b, 109). 


� See (2004b, 113) and (2004d, 149) for this claim with regards to psychology and social theory respectively.


� In (2004c, 127).


� To be precise, the quantification over explanations should be heavily restricted here. As we have noted, there are special science explanations that are not causal, and surely PE advocates do not mean to suggest that those explanations must be program explanations. Thus, (1) should say, strictly speaking, that causal explanations of events in the special sciences are program explanations. Having already restricted our discussion to such explanations, we will leave this qualification implicit in (1).


� The example appears in (2004c, 122) among other places.


� In (2004c, 127).


� (2004c, 128). See (2004d, 149) as well for an equivalent claim.


� (2004e, 178).


� This aspect of program explanations is highlighted, for instance, in (2004b, 110-111), (2004c, 130) and (2004e, 179).


� (2004b, 112-113).


� (2004b, 110).


� Does (2) follow from (1)? It would follow if providing modal information of the just-mentioned kind was part of what constitutes a program explanation. (in other words, if (2) was analytically true). We do not believe that it is, though. If what it takes for an explanation to be a program explanation is that it provides that kind of modal information, then it is hard to see what work the relation of ‘programming’ or ‘ensuring’ could be doing for Jackson and Pettit. As far as we can see, the truth of (2) is meant to be grounded on the fact that program explanations refer to properties in the ‘programming’ or ‘ensuring’ relation to certain other properties. This is what accounts for the fact that they provide modal information. We thank an anonymous referee for raising this issue. 


� In Thalos (1998). Cynthia MacDonald and Graham MacDonald have recently made a similar point in (2007, 10). Their point is slightly weaker: They claim that, on two accounts of causation (the counterfactual dependence account and the manipulation account), causally relevant properties mentioned in program explanations turn out to be causally efficacious as well. 


� The same point applies to another example that Jackson and Pettit regard as a case of program explanation. The example is this (2004a, 57): Imagine an elevator that has been designed to stop when more than ten people step into it. Suppose that twenty people step into it, and the elevator stops.  We can explain its coming to a stop by appealing to the fact that it contains more than ten people, or we can explain it by appealing to its containing twenty people. These explanations are supposed to be in the program/process relation. However, the point we have just raised suggests that the programming relation is not present here. In no possible situation can the elevator contain 20 people without containing more than 10. Thus, the necessary thought experiment to suggest that the latter property raises the probability that the former one would be instantiated cannot be run in this case either.


� We are assuming that EXP(c) must simply mention the property of having such-and-such molecular composition (which, as a matter of fact, is a categorical basis for fragility) as opposed to mentioning the property of having such-and-such categorical basis for fragility. This is meant to be a charitable reading of the PE framework, since things look worse for the PE advocate if she follows the second path. Then, the reason why EXP(3) does not count as a program explanation seems to straightforwardly apply to EXP(2) as well. 


� See (2004b, 112-113) and (1993, 39) for discussions of this type of explanation.


� For other examples, see (2004b, 110).


� Actually, the claim that they are does not imply that (3) is false. It only means that those relevant properties mentioned in special science explanations (and, more generally, program explanations) are causally efficacious. Which leaves open the possibility that there may be other properties that enjoy causal relevance without causal efficacy. Presumably, the idea is that, even if there are any such properties, this will not help the PE advocate to account for the autonomy of the special sciences. For none of those properties can appear in program explanations.  


� We thank an anonymous referee for suggesting this possibility.


� We are grateful to an anonymous referee for suggesting this possibility as well.


� The fact that we often make this assumption is one reason why the causal autonomy picture, which entails anti-reductionism, seems to be an appealing candidate to account for the autonomy of special science explanations.


� For a precise formulation of the distinction, see Kim (1998, 80-89). In [deleted], we elaborate on this distinction to determine whether the supervenience argument generalizes to all of the special sciences or not.


� By ‘features’, we just mean properties here. Thus, the features that Q must have in order for P to be higher-order with respect to Q are meta-properties, that is, properties of properties. To avoid confusion between properties and meta-properties, we will keep referring to meta-properties as ‘features’ of properties.


� See Kim (2002) for a discussion of how different versions of the layered model of the world try to accommodate this fact.


� Most of them are not, in any case. We can find exceptions if we construe the relevant property ingeniously enough. Consider the property that consists in having some part with a certain property Z. If an object has this property, then the fact that it does is of course determined by the properties of one of its parts, specifically, property Z. (A water molecule, for instance, has the property of containing an Oxygen atom. And the fact that it does is determined by the properties of one of its parts, specifically, being an Oxygen atom.) In most cases, however, the properties of an object are not determined by the properties of one of its parts alone.


� We intend these scenarios to be mutually exclusive. Thus, we will use ‘nomologically necessary’ so as not to include logically necessary facts. Likewise, we will use ‘contingent’ so as not to include nomologically necessary facts.


� If x cannot have Q unless Q has F, then the point raised with regards to higher-order properties in scenario (i) will apply in this case as well.


� The house’s appeal is a functional property of a special kind in that it involves a somewhat impoverished causal role. That causal role only consists in producing a certain effect in certain circumstances. However, Jackson and Pettit seem to accept that dispositional properties are functional properties. And those are typically characterized by causal powers that only consist in producing certain effects in certain circumstances. Thus, there should not be any concern about this aspect of the example.
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