Self-Deception and Self-Knowledge
1. Introduction

My aim in this paper is to offer an account of a certain variety of self-deception. Essentially, the proposal will be that the relevant type of self-deception is a failure of self-knowledge wherein the subject makes some mistakes about her own mind that she should not make. To develop this idea, I will put forward a model of self-knowledge according to which, when one thinks that one has a given belief, one’s thought is formed on the basis of one’s grounds for that belief.
 If this model is correct, then our thoughts about which beliefs we have should be in accordance with our grounds for those beliefs. My contention is that subjects who suffer the type of self-deception that will concern us here fail to meet this epistemic obligation.

The purpose of section 2 is to specify our explanandum and to draw the limits of our discussion. First, I will introduce the type of self-deception on which we will focus by putting forward some cases of self-deception that possess two characteristic features, and by contrasting them with cases that lack some of those features. I will then limit the scope of our investigation to the kind of self-deception that enjoys the two features in question, which I will refer to as the ‘conflict’ and ‘normativity’ features.  Finally, I will spell out what we will seek as an explanation, or an account, of that type of self-deception. In section 3, I will illustrate some of the constraints that explanations of self-deception should respect through a discussion of the ‘intentionalist’ approach to self-deception. According to intentionalist views, the self-deceived subject intentionally gets herself to form a belief that she takes to be false. In section 4, I will discuss the main alternative to intentionalism, namely, the ‘motivationalist’ approach to self-deception. According to motivationalist views, what happens in self-deception is that the subject forms a false belief due to the causal influence of a motivational state (typically, a desire). The account of self-deception to be proposed here rests on a model of self-knowledge introduced in section 5. In section 6, I will defend this model on grounds of explanatory power and conceptual simplicity. In section 7, an account of the type of self-deception that enjoys the conflict and normativity features will be drawn from it. I will argue that, unlike intentionalist and motivationalist accounts, it explains the two characteristic features of this form of self-deception, and it meets three constraints that apply to any explanation of self-deception. In section 8, I will distinguish this account from similar accounts of self-deception in the literature. The conclusion will be that construing the relevant variety of self-deception as a failure of self-knowledge incorporates the virtues of both intentionalism and motivationalism while avoiding the difficulties that threaten either approach.

2. Explanandum
In this paper, I will be concerned with a particular variety of self-deception. To illustrate this variety of self-deception, it may be useful to contrast it with other forms of self-deception through some examples. Consider, for instance, the following three vignettes: 

Case 1: Bill’s love life

Bill fancies Kate. Bill has asked her out on many occasions, and Kate has always declined going on a date with him. In addition to this, Kate has complained to some common friends that she finds Bill obnoxious, which they have mentioned to him. Bill, however, continues pursuing Kate. Noticing this behavior, Bill’s friends have asked him whether he really believes that Kate fancies him. Bill claims, quite confidently, that Kate does fancy him, and she is just ‘playing hard to get.’  

Case 2: Jack’s health
Lately Jack has been avoiding reading any magazine or newspaper article on medical issues. If they appear on a TV program that he is watching, he immediately switches channels. If they come up in a conversation to which he is a party, he changes the topic. He has been scheduled to have a regular check-up with his doctor several times, but it is proving difficult for him to get this done. Each time the appointment is scheduled, Jack forgets about it and misses the appointment. Eventually, Jack’s relatives have asked him whether he believes that he is sick, but Jack sincerely denies believing that. 


Case 3: Tom’s marriage
Tom has been trying to read his wife’s e-mail correspondence for a few weeks. He has also attempted to overhear her conversations on the phone. He has checked her text messages on her mobile. He has sometimes followed her from a distance when she goes out. And he often asks her to give him a detailed account of her daily activities while she has not been in the house. Noticing some of this behavior, Tom’s friends have asked him whether he believes that his wife is hiding something from him, but Tom honestly claims not to believe that. 

Intuitively enough, these three cases are instances of self-deception. But what is it about Bill, Jack and Tom that suggests to us that they are self-deceived? These cases seem to involve different strands of an idea that is central to our pre-theoretical notion of self-deception, namely, that self-deception is deception of a subject committed by herself. In self-deception, one has been misled into a state of error regarding some issue and, strangely, the person who is responsible for one’s being in error is oneself. But there is an interesting respect in which two of the cases above differ from the remaining one. Specifically, cases 2 and 3 seem to enjoy two remarkable features, only one of which is shared by case 1. The first feature concerns the propositional attitudes that we attribute to a self-deceived subject. The second one concerns the normative attitudes that we take towards her.
In cases 2 and 3 above, there seems to be a tension between, on the one hand, the subject’s speech and, on the other hand, her actions. Jack behaves as if he believed that he is sick, which suggests that he believes he is. Except for the fact that he claims not to believe that he is sick, which suggests that he does not have that belief. Tom behaves as if he believed that his wife is hiding something from him, which suggests that he believes that she is hiding something from him. Except for the fact that he claims not to believe it, which suggests that he does not have that belief. Thus, it is hard to decide which beliefs to attribute to Tom and Jack to make sense of their overall behavior. Notice that this feature differentiates cases 2 and 3 from case 1. It seems reasonable to think that Bill does believe that Kate fancies him. After all, nothing in Bill’s verbal or non-verbal behavior suggests that he lacks that belief. By contrast, in cases 2 and 3, part of the subject’s behavior provides us with justification for attributing a certain belief to her, and another part of it provides us with justification for believing that he does not have that belief. Let us call this tension the ‘conflict of’ self-deception.
  

In cases 2 and 3, we also seem to think that Jack and Tom are, in some sense, at fault while being self-deceived. To highlight this point, compare them to certain patients suffering from schizophrenia who occasionally claim something to be the case even though they do not behave as if it were the case. Some of these patients have been reported to claim, for instance, that their doctors and nurses were trying to kill them while they willingly ate the food provided by those doctors and nurses (Bleuler 1950: 127-130). When we consider these patients, we recognize a conflict between their claims and their actions but we do not feel that they are to blame for it. By contrast, when we notice that Jack’s actions and Tom’s actions do not align with their claims, we find that objectionable. Interestingly, case 1 is similar to cases 2 and 3 in this respect. We certainly do not have the intuition that Bill is blameworthy for some tension between his actions and his claims, since there is no such tension in Bill’s case. But we do have the intuition that there is something objectionable about Bill’s condition. Judging a subject to be self-deceived amounts to a criticism of that subject, and it does seem that we are inclined to criticize Bill for his behavior. Let us call this feature of self-deception the ‘normativity of’ self-deception. 
Cases of self-deception such as Bill’s seem to have received considerably more attention in the philosophical literature than cases such as Jack’s and Tom’s. As a matter of fact, Bill’s case is often regarded as the central type of case in philosophical discussions of self-deception.
 In this paper, however, I wish to focus on the type of self-deception illustrated by Jack’s case and Tom’s case instead. The object of our investigation will therefore be the type of self-deception that is characterized by both its conflict and normativity. This raises the question of whether the outcome of an investigation with such a narrow scope can be of much significance. We will return to this question in section 9. For the moment, let us just advance that this issue will hang on the scope of alternative theories of self-deception. If it turns out that some of the theories of self-deception that are concerned with other types of cases can also explain the variety of self-deception that is characterized by the conflict and normativity features, then surely those will be preferable to a theory that only deals with this particular variety of self-deception. Otherwise, an account of the type of self-deception that is marked by the conflict and normativity features will constitute a significant achievement.   

Let us now specify what we will be seeking as an ‘account’ or an ‘explanation’ of self-deception. Explaining the variety of self-deception that interests us here can consist in at least two projects. There is, on the one hand, the project of explaining the nature of it: What qualifies as having the type of self-deception that is exemplified by cases 2 and 3 above? One may address this question as follows. We have just identified the conflict and normativity features as the marks of the type of self-deception that interests us. Now we can characterize the condition of being self-deceived in that particular way as having some property X such that a subject having X makes it difficult for us to attribute some belief to her, and it makes us regard that subject as blameworthy. The project of explaining the nature of self-deception becomes, then, the task of finding out what that property X is. Notice that, in this sense of ‘explaining’, one can explain the form of self-deception illustrated by vignettes 2 and 3 above without committing oneself to any hypothesis about what causes people to fall into it. In other words, in this sense of ‘explaining’, one may explain that type of self-deception without addressing the question of why some subjects acquire the relevant property X and others do not.

On the other hand, the project of explaining the variety of self-deception that concerns us here can be understood as the project of accounting for its causal origin. What matters, then, is the issue of why some subjects enter the condition that, intuitively, we count as that form of self-deception and others do not. The project of explaining self-deception becomes, in that case, the task of finding out what causes self-deceived subjects to acquire the above-mentioned property X. Notice that, in this sense of ‘explaining’, if one explains the form of self-deception that interests us here, one must commit oneself to some view about the nature of it. (How could one begin to answer the question of why some subjects acquire the relevant property X and others do not without taking a position on what property X is?) For that reason, the project of explaining the nature of any variety of self-deception is more basic than the project of explaining its causes. In what follows, I will pursue the former project. Thus, I will be trying to determine what property of self-deceived subjects such as Jack and Tom makes it difficult for us to attribute certain beliefs to them, and it suggests to us that their condition is objectionable. The further question of what causes those subjects to acquire the relevant property is not a question that I will pursue here.
3. Intentionalism and the paradoxes of self-deception
A hypothesis about self-deception that naturally springs to mind is the following. Self-deception is the intra-personal equivalent of deceiving someone. In cases of deception, you intentionally cause someone to believe something that you believe to be false. Perhaps what happens in self-deception, then, is that you intentionally get yourself to believe something that you yourself believe to be false. More precisely, the suggestion is that, typically, if a subject S is self-deceived, then there is a proposition P such that: 

(1) S believes that P is not the case.

(2) S has the intention to get herself to believe that P.

(3) S believes that P.

(4) S’s intention is causally responsible for her forming the belief that P.

Let us call this approach to self-deception ‘intentionalism.’ It seems that intentionalism can explain the variety of self-deception characterized by the conflict and normativity features. If intentionalism is right, then it is not surprising that the subject’s speech does not align with her actions. For the outcome of self-deception is supposed to be a pair of contradictory beliefs. So we can account for the subject’s utterances as expressions of one of those two beliefs while explaining her actions as expressions of the other one. For example, Tom’s claim that he does not believe that his wife is hiding anything from him can be accounted for as a sincere expression of his belief that she is not hiding anything. His actions, on the other hand, can be explained by attributing to him the belief that she is hiding something. Furthermore, if intentionalism is correct, self-deception is not something that happens to the subject. It is rather something that she has done to herself. It is the result of her own actions. And these actions, according to the intentionalist, are performed with a misleading purpose. The subject’s goal in the process of self-deception is to be dishonest, or insincere, with herself. It is no wonder, then, that we find self-deception to be objectionable.  

Intentionalism therefore explains the type of self-deception characterized by its conflict and normativity. But it also runs into two puzzles. These are the so-called ‘static paradox’ and ‘dynamic paradox’ of self-deception (Mele 1997). The static paradox arises from the fact that, according to intentionalism, the self-deceived subject must hold two contradictory beliefs at the same time. We have just seen that attributing two such beliefs allows us to explain the conflict of self-deception. The worry, though, is that holding two contradictory beliefs at the same time seems prima facie impossible. Which suggests that either there is no such thing as self-deception or intentionalism is wrong. The dynamic paradox arises from the fact that, according to intentionalism, the self-deceived subject must intend to get herself to believe something that she thinks to be false. We have just seen that attributing this intention allows us to explain the normativity of self-deception. The problem is now that the intention in question must be carried out successfully if self-deception is to occur, and it is hard to see how such a task could ever be completed. If the subject is aware that someone intends to get her to believe something that she takes to be false, then that intention will not succeed. But how can the subject miss that fact given that she herself is the person who is trying to carry out the intention? This again suggests that either self-deception is impossible or intentionalism is wrong. As self-deception appears to be a real phenomenon, the static and dynamic paradoxes of self-deception weigh against intentionalism.

These considerations are not meant to be definitive objections against intentionalism. However, they do motivate the search for an alternative approach to self-deception. There certainly are strategies available to the intentionalist to address the paradoxes of self-deception.
 And some of those strategies might be elaborated to avoid the difficulties raised against intentionalism. But it seems that any of the resulting versions of intentionalism would be considerably complex. If, instead, a non-intentionalist approach that explains the conflict and normativity of self-deception with fewer conceptual resources can be suggested, then it seems reasonable for us to explore it. 

Our brief discussion of intentionalism suggests a certain methodological lesson. The lesson is that there are some constraints that any explanation of self-deception should respect. First of all, it should avoid the static and dynamic paradoxes of self-deception. This is a constraint that, arguably, intentionalism violates. In addition to this, an explanation of self-deception should not posit any claim about self-deceived subjects that is not independently motivated. And, finally, it should appeal to as few conceptual resources as possible. These three constraints will be helpful to arbitrate among competing explanations of the variety of self-deception that concerns us here. 

4. Motivationalism and levels of desire
There is an approach to self-deception that abandons the idea that self-deception should be modelled on inter-personal deception. According to it, the self-deceived subject forms a false belief due to the influence of a motivational state. Thus, the basic idea in this approach is that, typically, if a subject S is self-deceived, then there is a proposition P and a motivational state E such that: P is not the case, S believes that P, S is in E, and S’s being in E is causally responsible for her forming the belief that P. Let us call this approach ‘motivationalism.’ 

One way of developing the basic motivationalist idea is to propose that the subject has a first-order desire, or a desire for things to be in a certain way (as opposed to a desire for her to believe that things are that way). If the subject believes that P, then the desire in question can either be the desire for P to obtain or the desire for P not to obtain. In either case, the suggestion would be that this desire has caused the subject to treat the available evidence regarding P in a biased way. And this, in turn, has caused her to form the belief that P. Let us call this version of motivationalism ‘first-order motivationalism.’ Alfred Mele has been a particularly influential advocate of first-order motivationalism in the philosophical literature on self-deception. Mele has proposed that the following are sufficient conditions for a subject S being self-deceived in forming the belief that P (Mele 1997, Mele 2001):

(1) S’s belief that P is false. 

(2) S treats data relevant, or at least seemingly relevant, to the truth-value of P in a motivationally biased way.

(3) This biased treatment is a non-deviant cause of S’s acquiring the belief that P.

(4) The body of the data possessed by S at the time provides greater warrant for not-P than for P. 

To spell out the motivational element in condition (2), Mele specifies that the subject who meets (2) has a desire that is causing her not to treat the information available to her in accordance with its evidential value. In what he refers to as ‘garden variety’ cases, this is the desire for P to be the case whereas, in what he refers to as ‘twisted cases’, the desire in question is the desire for P not to be the case. Also, while unpacking the notion of bias used in conditions (2) and (3), Mele specifies that this bias may consist in either selective attention to the available evidence, selective means of gathering evidence, positive misinterpretation (counting as evidence for P data that we would not recognize as such if we did not have the relevant desire) or negative misinterpretation (failing to count as evidence against P data that we would recognize as such if we did not have the relevant desire). 

Influential as it has been, this is not the only way of developing the basic motivationalist idea. An interestingly different way is to suggest that the subject has a second-order desire, or a desire for her to believe that things are in a certain way (as opposed to a desire for things to be that way). Specifically, if the subject believes that P, then the alternative proposal is that she does because she also has the desire to believe that P, and this desire has caused her to treat the evidence regarding P in a biased way. Which, in turn, has caused her to form the belief that P. Let us call this version of motivationalism ‘second-order motivationalism.’ Dana Nelkin, for instance, advocates a second-order motivationalist view. She proposes the following set of necessary and sufficient conditions for a subject S being self-deceived in forming the belief that P (Nelkin 2002):

(1) P is false.

(2) S has the desire to believe that P is true, and this desire causes S to treat evidence concerning the truth-value of P in a biased way.

(3) S’s biased treatment of that evidence results in S’s belief that P.

(4) The body of data possessed by S at the time provides greater warrant for not-P than for P, or, if it does not, then the explanation for that fact is selective data-gathering on the part of S.    

The main difference between first-order and second-order motivationalism, then, is that second-order motivationalism tries to explain two sorts of cases by attributing a single kind of desire. These are, on the one hand, the cases which first-order motivationalism tries to explain by appealing to the desire that P and, on the other hand, the cases which it tries to explain by appealing to the desire that not-P. Second-order motivationalism tackles both kinds of cases by attributing the same type of desire to the subject, that is, the desire to believe that P.  

First-order and second-order motivationalism enjoy an important virtue, namely, they avoid the static and dynamic paradoxes of self-deception. Suppose that motivationalism is correct. Then, it is sufficient for a subject to be self-deceived that, due to the influence of either a first-order or a second-order desire of hers, she considers the evidence with regards to a certain issue in a biased way and, as a result, she forms a false belief about it. This does not require her to have contradictory beliefs on that issue. Neither does it require her to have the intention to treat the evidence in a biased way. Thus, the static and dynamic paradoxes of self-deception do not arise within either motivationalist view. 

Both versions of motivationalism have two further virtues. Firstly, there is independent support for the idea that the belief-formation mechanisms to which motivationalism appeals do sometimes operate in us. We are all, for instance, painfully familiar with the experience of wishfully thinking that something is the case only to discover that it is not. So the motivationalist cannot be accused of appealing to any ad hoc resources. Secondly, motivationalism is considerably parsimonious. This approach, in either version of it, only commits us to the view that, when we form beliefs about matters related to the contents of our motivational states, those states can affect our evidence-gathering and evidence-weighing practices. This minimal commitment makes first-order and second-order motivationalism very economical conceptually. Thus, both versions of motivationalism fare better than intentionalism with regards to the three constraints that we laid down for explanations of self-deception. 

However, the motivationalist appeal to desires that produce a biased treatment of the subject’s evidence brings with it a certain difficulty. The difficulty has the form of a dilemma, and it concerns the contents of those desires. Essentially, the dilemma is that if one spells those contents out as first-order motivationalism suggests, then one has trouble accounting for the conflict of self-deception. And if one spells them out as second-order motivationalism suggests, then one has trouble accounting for its normativity. To illustrate both horns of the dilemma, let us revisit Jack’s case. The description of the case leaves open whether Jack is sick, and whether he has evidence warranting the belief that he is sick. For the purposes of evaluating motivationalism, let us assume for a moment that Jack is indeed sick. It turns out that he has cancer. Let us also assume that Jack’s total body of evidence provides greater warrant for the proposition that he is sick than for the proposition that he is not. Imagine, for instance, that Jack has found some symptoms that he takes to be reliable indicators of cancer, and he is aware of a significant history of the relevant type of cancer in his family.

Can a first-order motivationalist account, such as Mele’s, accommodate this case? Suppose that Jack wants not to be sick and, as a result, he disregards or misinterprets the evidence that suggests that he is sick. Which in turn makes him believe that he is not sick. If Jack indeed meets Mele’s conditions for self-deception in this way, we can explain his claim that he does not believe that he is sick. For he actually believes that he is not. This helps us to explain part of the conflict in Jack’s self-deception. But what about the remaining part, that is, his avoidance behavior? What explains the fact that he avoids being exposed to information about medical issues and he avoids seeing his doctor? Certainly not his desire; you would expect someone who wants not to be sick to be very interested in finding out whether he is sick or not. It seems that if we endorse first-order motivationalism and attribute to Jack a desire not to be sick, then we will have some trouble fully explaining the conflict of his self-deception. 

Can a second-order motivationalist account, such as Nelkin’s, accommodate Jack’s case? Imagine that Jack wants to believe that he is not sick and, as a result, he disregards or misinterprets the evidence that suggests that he is sick, which in turn makes him believe that he is not sick. If Jack meets Nelkin’s conditions for self-deception in this way, then his avoidance behavior can be explained as an expression of his desire. In fact, this is the key second-order motivationalist move. It allows second-order motivationalism to account for the conflict of self-deception, since Jack’s claim that he does not believe that he is sick can then be explained as a sign that he has fulfilled his desire and acquired the belief that he is not sick. Unfortunately, the normativity of self-deception becomes hard to explain if we follow this path. If Jack wanted to have a certain belief (namely, the belief that he is not sick), he has done what it takes to acquire that belief (that is, avoiding any evidence that he might be sick) and he has succeeded in forming that belief, then what exactly is Jack guilty of? It seems that he has followed a perfectly rational pattern of behavior: He had a desire for a certain goal, presumably he had beliefs about the steps that he needed to take in order to fulfil that desire, and he has taken those steps. So why do we have the intuition that Jack is blameworthy?  Second-order motivationalism seems to leave that intuition unexplained.
Now, the status of this dilemma for motivationalist accounts of self-deception is similar to that of the paradoxes of self-deception for intentionalist accounts: The dilemma does not constitute a definitive objection against motivationalism, since there are strategies available to both first-order and second-order motivationalists for dealing with it.
 But it does cast some doubts on motivationalism. Those doubts become deeper as we reflect on one of the assumptions that we granted to the motivationalist in order to think through the dilemma, namely, the assumption that Jack is actually sick. The reason why both first-order and second-order motivationalists need to make this assumption to accommodate Jack’s case reveals a more substantial difficulty for this approach to self-deception.
Recall that the original description of Jack’s case was neutral on whether Jack actually has cancer or not. Similarly, the original description of Tom’s case was neutral on whether his wife actually hides something from him or not. Each of the two cases may be spelled out either way. We could stipulate, for example, that Jack is sick, and Tom’s wife is secretly seeing another man. Conversely, we could stipulate that Tom’s wife is not hiding anything from him, and Jack is in fact healthy. The important point for the purposes of evaluating motivationalism is that, in either of those two scenarios, we would have the intuition that Tom and Jack are self-deceived. It simply does not make a difference to that intuition whether we flesh the two cases out in one way or the other. And yet, this issue makes a crucial difference to whether the relevant cases fall within the scope of motivationalism. Both first-order motivationalism and second-order motivationalism construe self-deception as false motivationally biased belief. (This is the point of condition (1) in Mele’s and Nelkin’s characterizations of self-deception.) As a result, the motivationalist is committed to the view that Jack is not self-deceived if he happens to be healthy, and Tom is not self-deceived if it turns out that his wife is not hiding anything from him. These seem to be highly counter-intuitive outcomes. 
5. Introducing Bypass
The guiding thought behind the account of self-deception to be proposed below is that the form of self-deception that concerns us here is a failure of self-knowledge that takes place when we misuse our capacity for it. Thus, this account of self-deception will rest on a model of how we acquire knowledge of our own mental states and, specifically, how we come to know what our own beliefs are. The purpose of this section is to introduce the model and to highlight the main assumptions behind it. 

Let us begin by introducing the notion of ‘grounds’ for a belief. It seems that, for each belief of a given subject, there are a number of mental states such that, if the subject were in any of those states, that would normally cause her to have that belief. (In normal circumstances, the belief will have been caused by the fact that the subject was actually in one of those states.) For instance, my perceiving an apple is a state that tends to elicit in me the belief that there is an apple in front of me. However, it might not cause it if I believe, let us say, that I should not trust my vision. Clearly, that is not the only state that would produce that belief in me. If someone I trust, for example, told me that there is an apple in front of me, this would normally make me believe it as well. I will refer to those states of a subject that tend to elicit in her a certain belief as her ‘grounds’ for that belief. More precisely, let ‘S’ stand for a subject, ‘E’ for a state and ‘B’ for a belief. I will use the locution ‘E constitutes grounds for B in S’ to refer to the fact that S being in E tends to elicit her having B. Accordingly, I will speak of a subject ‘having grounds for’ a belief to refer to the fact that the subject is in a state that constitutes grounds for that belief in her.

In addition to the idea that we have grounds for our beliefs, I will also assume a certain notion of epistemic justification. I will assume that a subject is justified in forming a belief if she forms it on the basis of a state that constitutes adequate support for it. Let me elaborate on both the idea of a state constituting adequate support for a belief, and the idea of a subject forming a belief on the basis of some state. 

States that constitute support for a belief are states of the subject who has the belief, such as the subject’s perceptual experiences, memory experiences and other beliefs. A state will constitute adequate support for a belief of a subject if that state usually correlates, in that subject, with the state of affairs that makes the belief true. (I will abbreviate that the subject is in a state that constitutes adequate support for one of her beliefs by saying that she ‘has adequate support for’ that belief.) The general idea here is that the presence of a correlation between a state of a subject and the state of affairs that makes one of her beliefs true generates epistemic justification for that belief when the subject forms the belief on the basis of her being in that state (Alston 1988, Swain 1981). This naturally raises the question of how much is built into the idea of forming a belief on the basis of some state.

I will assume that two conditions are necessary for the basing relationship to take place. The first one is a dependence condition. If a subject forms a belief on the basis of her being in a certain state, then she has the belief because she is in that state. Suppose that I seem to perceive an apple and I distrust my vision. Suppose, though, that I trust your testimony. You assure me that there is an apple in front of me, and I form the belief that there is an apple in front of me. The idea is that, in this scenario, I am not forming my belief on the basis of my perceptual experience. For I would have formed my belief even if I had not had my perceptual experience. The second condition is an availability condition. If a subject forms a belief on the basis of her being in a certain state, then she is disposed to believe that she is in that state. Thus, if the subject’s belief were challenged, she should be able to produce the consideration that she is in that state as a reason in support of her belief. I intend to remain neutral on the exact nature of the basing relationship beyond these two features of it. This minimal specification, however, should suffice for our purposes here.

Let us now consider a distinction between two standpoints, or perspectives, from which one can try to determine what one’s beliefs are. First of all, I can try to determine which beliefs I have from a ‘third-person point of view’ or a ‘third-person perspective.’ I do this when I form beliefs about my own beliefs by observing my behavior and performing some inferences from my observations. For instance, if I want to know whether I believe that, in the past, my father has hurt me in some way, then adopting this perspective towards my own beliefs is a matter of determining whether I behave in ways that are best explained by attributing that belief to me. Perhaps I get angry at him whenever I spend time in his company, or I tend to accidentally break his gifts, or I often forget that I was supposed to give him a call, or I find it very difficult to show affection towards him. If, in the process of stepping back from my own behavior, I found enough clues suggesting that I believe that he has somehow hurt me, then I could conclude that I have that belief. 
However, this is not the way in which we usually form beliefs about our own beliefs. It is not the perspective that we think that self-deceived subjects take upon their own minds either. Recall Tom, who claims not to believe that his wife is hiding something from him, and Jack, who claims not to believe that he is sick. When we consider their claims, we do not think that Tom and Jack have formed beliefs about their own beliefs by, so to speak, looking at themselves from outside and making sense of their own behavior. (Quite the contrary; this is something that we may urge Tom and Jack to do in order to escape from their condition.) Instead, we take it for granted that self-deceived subjects are adopting a ‘first-person perspective’ upon their own beliefs. But what exactly do we do when we try to determine which beliefs we have from a first-person perspective?

I suggest that what we do is to look, as it were, past our beliefs in order to self-ascribe them. We form beliefs about the beliefs that we have based on grounds that we have for those beliefs. Thus, if I believe, from a first-person point of view, that I have the belief that I am sick, then I have formed that belief on the basis of my being in a state that would normally make me believe that I am sick. (I have formed it on the basis of my doctor’s opinion, for example, or on the basis of my perceptions of what I take to be symptoms.) Likewise, if I form the belief that I believe that my wife is hiding something from me, and I do it from the first-person perspective, then I am forming it on the basis of my being in a state that would normally make me believe that she is hiding something from me. (I form it, for example, on the basis of a friend’s testimony that he has seen her going into a hotel with another man several nights.) More generally, the proposal is that, when I form the belief that I have a certain belief from the first-person point of view, the state on the basis of which I form my meta-belief constitutes grounds for the first-order belief in me. I will use ‘bypass’ to refer to the procedure whereby a subject forms the belief that she has a certain belief on the basis of grounds that she has for that first-order belief. The proposed model of how we form beliefs about our own beliefs from the first-person perspective can then be formulated as follows:


The Bypass model


For any proposition P and any subject S:


Normally, if S believes that she believes that P, then there is a state E such that

(i) S’s meta-belief has been formed on the basis of her being in E.

(ii) E constitutes grounds for the belief that P in S.

What considerations can be offered in support of the view that, when we determine which beliefs we have from a first-person perspective, we are forming beliefs about them through bypass? I will argue that, on the one hand, the bypass model explains three characteristic epistemic features of the first-person perspective and, on the other hand, it accounts for an observation about the ‘transparency’ of belief that has received much attention in the literature on self-knowledge. Let us now turn to these two aspects of the model.

6. In defense of Bypass
The first-person perspective is usually characterized by its epistemic properties. Whatever adopting a first-person perspective upon my own beliefs turns out to be, it is a way of self-attributing beliefs that provides my meta-beliefs with a special kind of epistemic justification. It is special in that it is different from the justification that you have for your beliefs about my beliefs, in two respects: My justification does not rely on behavioral evidence and it does not rely on reasoning, whereas yours relies on both. To evaluate the bypass model, then, it would be helpful to know whether self-attributing beliefs through bypass confers the just-mentioned kind of epistemic justification to our meta-beliefs. My contention is that it does: Beliefs about our own beliefs formed through bypass are justified, their justification does not rely on behavioral evidence, and it does not rely on reasoning. Let me explain.

Suppose that, when I determine that I believe that there is an apple in front of me from the first-person perspective, I am forming the belief that I believe that there is an apple in front of me through bypass. Let E be the state on the basis of which my meta-belief is formed. If the bypass model is correct, then E constitutes grounds for the belief about the apple in me. That is, E is a state that tends to elicit in me the belief that there is an apple in front of me. (E may consist in my seeming to perceive an apple, or my seeming to remember it, or my being told that there is an apple in front of me, or my having other beliefs from which it follows that there is an apple in front of me.) Now, in virtue of constituting grounds for the belief about the apple in me, E is such that my being in it tends to correlate with my believing that there is an apple in front of me. This means that E tends to correlate with the state of affairs that makes the meta-belief that I formed on its basis true. So E constitutes adequate support for my belief that I believe that there is an apple in front of me. And, therefore, my belief that I believe that there is an apple in front of me is justified. As this line of reasoning generalizes, it suggests that beliefs about our own beliefs formed through bypass are epistemically justified.

What about the idea that our justification for self-attributions of beliefs from the first-person perspective does not rely on behavioral evidence? If the bypass model is correct, then there is a sense in which my self-ascription of the belief that there is an apple in front of me relies on evidence. After all, there is a state on the basis of which I form the belief that I have it, and my justification for that meta-belief hinges on whether the state in question constitutes adequate support for my meta-belief or not. But recall that the state in question is a state that constitutes grounds for the belief about the apple in me. The state will be, as noted above, identical with a perceptual experience, a memory experience, a piece of testimony, or a set of beliefs. The important point for our purposes now is that, in any of those scenarios, the intentional object of that state will not be my own behavior. Instead, it will concern the presence of an apple in front of me. It is not surprising, then, that we think that our justification for beliefs about our own beliefs formed from the first-person perspective does not rely on behavioral evidence. 

The view that we form beliefs about our own beliefs through bypass when we adopt the first-person perspective also explains the intuition that our justification for self-attributions of beliefs from that perspective does not rely on reasoning. Notice a general point about the notion of epistemic justification with which we are operating. Suppose that I am justified in forming a belief B because the state E on the basis of which I formed B constitutes adequate support for B. This does not entail that I believe that I am forming B on the basis of E. It does not entail that I believe that E constitutes adequate support for B either. And it does not entail that I have drawn B’s content as the conclusion of an argument that takes the contents of those two other beliefs as premises. The perceptual case illustrates this point well. Suppose that I believe that there is an apple in front of me because I seem to perceive an apple and I form my belief on the basis of my perceptual experience. Then, in order for my belief about the apple to be justified, I do not need to believe that I have formed my belief on the basis of a perceptual experience of an apple, to believe that my perceptual experiences are trustworthy, and to derive my belief about the presence of an apple from those two propositions. What I need is for it to be the case that my belief about the apple was formed on the basis of my perceptual experience and for my vision to be, as a matter of fact, reliable. 

If the bypass model is correct, things are not different in self-knowledge. Suppose that I believe that I have the belief that there is an apple in front of me. Then, in order for my meta-belief to be justified, I do not need to have derived the content of it from an argument that takes, as its premises, the proposition that I have formed my meta-belief on the basis of such-and-such state, and the proposition that the state in question constitutes adequate support for my meta-belief. What I need is to have formed my meta-belief on the basis of a state that, as a matter of fact, constitutes adequate support for it. And, if the bypass model is correct, this does not require reasoning. According to the model, I will have formed my meta-belief on the basis of a state that constitutes grounds for the belief about the apple in me. Let us suppose, for the sake of simplicity, that the state at issue is a perceptual experience of an apple. (Analogous considerations will apply to other types of states.) Now, forming my meta-belief on the basis of that perceptual experience does not require reasoning any more than forming the belief that there is an apple in front of me on the basis of it does. What about the requirement that the perceptual experience must constitute adequate support for my meta-belief? What it takes for this requirement to be fulfilled is that my perceptual experiences tend to correlate with my having the corresponding perceptual beliefs. It therefore seems sufficient for me to fulfil that requirement that I take my perceptual experiences at face value. But notice that taking one’s perceptual experiences at face value does not require performing any inferences either. Thus, the bypass model accounts for the intuition that our justification for self-attributions of beliefs from the first-person perspective does not rely on reasoning.

A main consideration in support of the bypass model, then, is that it vindicates the epistemic properties that we associate with the first-person perspective. In that sense, the model offers an account of self-knowledge for belief. The picture of self-knowledge emerging from the bypass model is the following: Our perceptual experiences, memory experiences and other states on the basis of which we form first-order beliefs perform, from an epistemological point of view, a sort of double duty. They justify beliefs of two different orders by being involved in two different kinds of regularities. Our perceptual experiences, for instance, constitute adequate support for our perceptual beliefs in virtue of correlating with worldly states of affairs (when our perceptual faculties are reliable). And the very same perceptual experiences also constitute adequate support for our beliefs about our own perceptual beliefs in virtue of correlating with those perceptual beliefs (when we take those experiences at face value). The very same states, therefore, can justify both our thoughts about which beliefs we have and those beliefs themselves. But, when they do, they perform each of those two roles in virtue of different facts.
  

A separate consideration in support of the bypass model is that it explains the so-called transparency of belief. The claim that beliefs are transparent is an observation about what we do when we are asked about our own beliefs regarding a certain issue (and we are not taking a third-person perspective upon them). Essentially, the observation is that, if a subject is asked whether she believes that some proposition P is the case, she will address the question by focusing on considerations that do not concern her own mind, but the fact that P. Thus, if I am asked whether I believe that there is an apple in front of me, I will not try to, so to speak, scan my own mind in search of a state that I can identify as the belief that there is an apple in front of me. Instead, I will look at what is in front of me. I will concern myself with the outside world and focus on the intentional object of the belief. Gareth Evans famously offered the following version of this observation (Evans 1982: 225):

In making a self-ascription of belief, one’s eyes are, so to speak, or occasionally literally, directed outward –upon the world. If someone asks me “Do you think there is going to be a third world war?,” I must attend, in answering him, to precisely the same outward phenomena as I would attend to if I were answering the question “Will there be a third world war?”

The bypass model sheds light on this kind of behavior. Suppose that the support that I have for my belief that I believe something is identical with my grounds for that first-order belief. Then, it makes sense that, in order to address the question of whether I have a belief in some fact about the world, I attend to the world. I am simply looking for adequate support for my self-ascription. Basically, I am just doing what I normally do when I form any of my beliefs rationally: I look for adequate support for the relevant belief. The fact that I consider, let us say, my grounds for believing that there is an apple in front of me when I am asked whether I believe that there is such an apple (the fact that I look at what is in front of me, for example, or I try to remember whether there was an apple last time I looked, or I listen to the testimony of other people in the room) is exactly what we should expect if the bypass model is correct. For the grounds that I have, if any, to believe that there is an apple in front of me will, according to the bypass model, entitle me to the belief that I believe that there is an apple in front of me. There is therefore nothing mysterious about the kind of behavior highlighted by Evans; it is the epistemically responsible thing to do.

Let us recapitulate. We have seen that the bypass model makes use of three conceptual resources: A minimal notion of the basing relationship, a certain notion of epistemic justification, and the assumption that our beliefs have grounds. All of these seem to be resources to which we independently appeal when we think about perceptual knowledge, for instance. We have seen that, in return for these commitments, the model delivers an account of self-knowledge for belief, and an explanation of the transparency of belief.
 The outcome of our discussion in the last two sections is therefore that the bypass model is very economical from a conceptual point of view. For it produces substantial explanatory benefits at a low theoretical cost. Let us now consider whether the model can also help us explain self-deception. 

7. Self-deception and self-knowledge
The type of self-deception on which we are focusing should be construed, I propose, as a failure of self-knowledge of a particular kind. It is the kind of failure that occurs when one not only commits a mistake, but the mistake is also the result of one’s negligence. In the form of self-deception that concerns us here, the relevant kind of mistake is a mistake about which beliefs one has. And the relevant negligence amounts to a violation of a certain norm concerning the formation of beliefs (and, specifically, meta-beliefs). My suggestion is that the former aspect of this failure of self-knowledge accounts for the conflict of self-deception whereas the latter aspect accounts for its normativity.

Let us tackle the conflict of self-deception first. Consider Tom, for example. On the one hand, he behaves as if he believed that his wife is hiding something from him. On the other hand, he claims not to believe that. This tension can be reconciled if we take Tom to be making a mistake about his own beliefs. His actions can be explained as expressions of a first-order belief, namely, the belief that his wife is hiding something from him. And his claim that he does not have that belief can in turn be explained as an expression of a meta-belief, that is, the belief that he does not believe that his wife is hiding something from him. Since the beliefs that are doing the explanatory work here are beliefs of different orders, we do not need to postulate two contradictory beliefs to explain the conflict of self-deception, which allows us to sidestep the static paradox. 

This diagnosis of the conflict of self-deception retains the idea that the self-deceived subject is in a state of error. This is arguably part of our pre-theoretical notion of self-deception. (It is indeed hard to see why we would call a subject ‘deceived’ if that subject was not getting any of the things she believes wrong.) Both intentionalism and motivationalism incorporate this idea. However, in both approaches, it is assumed that the relevant kind of error must be found in the subject’s first-order beliefs. The proposed diagnosis of the conflict of self-deception locates the error in the subject’s meta-beliefs instead. In that sense, it makes the self the subject matter, or the object, of self-deception. Self-deception is, on this view, about oneself. Why is this significant? A virtue of this diagnosis of the conflict of self-deception is that, thanks to this feature, it has enough flexibility to account for the conflict that we observe in two sorts of cases. These are, on the one hand, cases of self-deception in which the subject mistakenly believes that she lacks a belief that is actually false and, on the other hand, cases in which the subject mistakenly believes that she lacks a belief that is actually true. In section 4, I pointed out that Jack’s case and Tom’s case may be fleshed out in such ways that they could fall into either category. But which category they belong to seems to make no difference to our intuition that both Jack and Tom are self-deceived. The proposed diagnosis of the conflict of self-deception helps us to explain why. The reason why it makes no difference is that the intuition that Jack and Tom are self-deceived is partly due to the fact that Jack and Tom are making mistakes about their own beliefs, which is independent from the issue of whether those beliefs are true or not. The remaining element in our intuition, I suggest, is due to the fact that the subject is making a mistake that she should not make. Let us now examine this point in connection with the normativity of self-deception.

I propose that the reason why we have the intuition that self-deception is objectionable is that we sense that the self-deceived subject is doing something that she should not do. The relevant sense of ‘should’ here is not moral or prudential, but epistemic. For what we sense is that the subject is violating a certain epistemic norm. Consider the following norm regarding belief formation: One should not form a belief in the face of evidence against it unless there are overriding considerations in support of that belief. (More precisely, for any proposition P, one should not believe that P if one has adequate support for believing that P is not the case unless there are overriding considerations in support of the belief that P.) This general norm seems plausible enough when we consider cases involving first-order beliefs. Suppose that I seem to perceive an apple in front of me and I form the belief that there is no apple in front of me. Suppose, furthermore, that my vision is reliable, and I have no reason to distrust it. Then, intuitively enough, my forming the belief that there is no apple in front of me is an epistemically irresponsible act. After all, there is adequate support for the opposite belief clearly available to me (namely, my perceptual experience). So I am in possession of evidence against my belief and, nonetheless, I am disregarding it. There seems to be a clear sense, then, in which I am doing something which, epistemically speaking, I should not do. Now, there is an interesting instance of this general norm when we apply it to the formation of meta-beliefs: For any proposition Q, one should not believe that one does not believe that Q if one has adequate support for believing that one believes that Q unless there are overriding considerations in support of believing that one lacks the belief that Q. My suggestion is that the violation of this norm explains our intuition that self-deception is objectionable. To illustrate this point, let us revisit Jack’s case and Tom’s case.

If the explanation of the conflict in of self-deception above is correct, then Tom believes that his wife is hiding something from him and Jack believes that he is sick. When we consider these cases, it seems natural for us to assume that, accordingly, Tom has grounds for believing that his wife is hiding something from him, and Jack has grounds for believing that he is sick. The relevant grounds do not need to constitute adequate support for those two beliefs. They just need to be states such that, normally, when Tom and Jack occupy them, they tend to have their respective beliefs. (For instance, Tom may have heard incriminating testimony about his wife, and Jack may have perceived what he takes to be cancer symptoms.) Now, if the bypass model is correct, then whatever grounds Tom has for his belief that his wife is hiding something constitute, in Tom, adequate support for the belief that he believes that his wife is hiding something. Likewise, whatever grounds Jack has for his belief that he is sick constitute, in Jack, adequate support for the belief that he believes that he is sick. What we are assuming, then, when we take it that Tom and Jack have grounds for their first-order beliefs, is that they have adequate support for believing that they have those first-order beliefs. But if the diagnosis of the conflict of self-deception above is correct, Tom actually believes that he lacks the belief that his wife is hiding something, and Jack actually believes that he lacks the belief that he is sick. It is not surprising, then, that we have the intuition that their conditions are objectionable. After all, both Tom and Jack are being blind to the fact that they have adequate support for meta-beliefs that are contrary to the meta-beliefs that they have actually formed. Clearly, for Tom and Jack to hold on to their meta-beliefs in such a situation is for them to behave in an epistemically negligent way. This, I suggest, is the reason why we have the intuition that Tom and Jack are blameworthy.

8. Approaches to self-deception as a failure of self-knowledge
The idea that self-deception consists in a failure of self-knowledge is certainly not new. Existing accounts of self-deception as a failure of self-knowledge differ in how they conceive that failure exactly. And those differences, in turn, seem to depend on the approach that each of these accounts takes towards the conflict and normativity of self-deception. Let us briefly consider these differences in order to situate the account proposed here in the literature. 
To explain the conflict of self-deception in cases such as Jack’s and Tom’s, some theorists propose that the self-deceived subject is in error concerning what beliefs she has. Eric Funkhouser, for example, suggests that self-deceived subjects form false beliefs about which beliefs they have due to the influence of desires to form the relevant higher-order beliefs (Funkhouser 2005: 308-309). We may call accounts of this sort ‘error-about-belief’ accounts of self-deception as a failure of self-knowledge. By contrast, other theorists, perhaps as a result of focusing on cases such as Bill’s, propose that the self-deceived subject is in error concerning the epistemic status of some of her beliefs. David Sanford, for example, has suggested that self-deceived subjects are not wrong about which beliefs they have, but they overestimate the role that their other attitudes have played in forming some of their beliefs. Essentially, the self-deceived subject misapprehends some of her attitudes as her reasons for having a certain belief, even though the real reason why she formed that belief is to be found somewhere else (Sanford 1988: 169).
 We may call such accounts ‘error-about-justification’ accounts. 

Theories of self-deception as a failure of self-knowledge are also divided regarding a different issue. To explain the normativity of self-deception in cases such as Jack’s and Tom’s, some theorists build a motivational bias into the characterization of the relevant failure of self-knowledge. Funkhouser’s account of self-deception is of this type since, according to Funkhouser, the self-deceived subject’s mistake regarding which beliefs she has does not qualify as self-deception unless her error has been motivationally induced. Let us call these accounts ‘motivationally charged’ accounts. Other theorists do not require that, in order to qualify as being self-deceived, a subject must have formed a false higher-order belief as a result of the influence of one of her motivational states. Let us call accounts that do not incorporate this requirement ‘neutral’ accounts. Sanford’s account seems to belong to this type, since Sanford does not require that the self-deceived subject’s misapprehension of a mental state as the reason for one of her beliefs must be motivationally generated. 
The distinction between error-about-belief and error-about-justification accounts cuts across the distinction between motivationally charged and neutral accounts. Thus, there are four types of accounts of self-deception as a failure of self-knowledge within this taxonomy. Some accounts of self-deception as a failure of self-knowledge, however, are difficult to classify along these lines. Richard Holton’s account of self-deception in (2001), for example, constitutes a special case. Holton tries to provide an account of both the type of self-deception illustrated by Bill’s case as well as the type of self-deception illustrated by Jack’s and Tom’s cases. He proposes that, in both forms of self-deception, the subject commits a failure of self-knowledge. However, in cases such as Tom’s and Jack’s, the subject makes a mistake about which beliefs she has whereas, in cases such as Bill’s, the subject makes a mistake about whether some of her beliefs are justified. According to Holton, in all of these cases, the subject has been misled into a state of error due to the causal influence of a motivational state. Thus, Holton’s account is clearly a motivationally-charged account, but it is not clear whether it is also an error-about-belief account or it is an error-about-justification account. As a result of its wide scope, it seems to amount to a disjunctive account in that respect.     
The account of self-deception proposed in the last section is an error-about-belief account, and it is a neutral account. This is deliberate. Error-about-justification accounts demand a great deal of cognitive sophistication from self-deceived subjects. According to such accounts, only a subject who explains her reasons for believing something to herself can be self-deceived. Thus, a subject who does not reflect on her reasons for belief cannot be self-deceived. This seems counter-intuitive, since Jack does not seem to reflect on whether he has reasons for believing that he is sick, and Tom does not seem to reflect on whether he has reasons for believing that his wife is hiding something from him. And yet, both of them are, intuitively enough, self-deceived. Motivationally charged (as well as motivational) accounts of the nature of self-deception build a certain causal origin into their characterization of self-deception; a causal origin that involves a motivational state of the subject. As a result, these accounts commit us to the view that it is logically impossible for the cause of a subject being self-deceived to be other than a motivational bias. Neutral accounts of the nature of self-deception allow for this possibility, since they do not require the failure of self-knowledge that constitutes self-deception to be caused by anything in particular. At the same time, neutral accounts make room for a motivational factor in an explanation of the causes of self-deception. For example, one can defend, on the one hand, that a subject qualifies as being self-deceived if she is committing a failure of self-knowledge that involves epistemic negligence and, on the other hand, that the cause of subjects entering into this condition concerns their motivational states, such as moods, desires, emotions and other affective states. Building motivational factors into an explanation of the causal origin (as opposed to the nature) of self-deception would allow us to incorporate the motivationalist insight that affect plays a role in self-deception while allowing for the logical possibility that self-deception may have non-motivational causes. 
9. Conclusion

We are now in a position to answer our original question about the nature of the type of self-deception that we have been investigating. What property of self-deceived subjects makes it difficult for us to attribute beliefs to them, and suggests to us that their condition is objectionable? Their relevant property is that they are committing a failure of self-knowledge that involves epistemic negligence. The proposed answer rests on a model of self-knowledge that makes use of few conceptual resources. Furthermore, the model is independently motivated by its capacity to explain phenomena other than self-deception. In addition, we have seen that the proposed diagnosis of the conflict of self-deception avoids the static paradox. So what about the remaining constraint, that is, the dynamic paradox of self-deception? There seems to be no reason to think that, by itself, the proposed diagnosis of the normativity of self-deception will trigger the dynamic paradox of self-deception. In order for the paradox to arise, the subject must have the intention to form a certain belief. And the proposed account of the normativity of self-deception does not seem to require any such intentions. After all, believing a certain proposition despite the fact that one has adequate support for believing its negation is not something that one needs to do intentionally. Thus, it seems that the proposed explanation of the nature of self-deception fares better than motivationalism and intentionalism with respect to the three constraints that apply to explanations of the condition. A certain concern about the significance of such an account may still remain, though. There seem to be varieties of self-deception that do not involve the conflict feature. (Bill’s self-deception, for example, is of this type.) There may also be, for all we have said so far, varieties of self-deception that do not have the normativity feature. One may wonder, then, why it is important to find an account of the particular kind of self-deception that enjoys both of those features. 
I am inclined to think that our folk-psychological notion of self-deception does not pick up a single condition. We seem to have a folk-psychological notion of self-deception that applies to a number of conditions; conditions that can be grouped into interestingly different types. One of those types is constituted by cases exhibiting the conflict and normativity of self-deception. My contention in this paper has been that a certain model of self-knowledge explains this particular variety of self-deception. Is this a significant outcome? Admittedly, if either intentionalism or motivationalism were capable of explaining that variety of self-deception, that would seriously undermine the significance of this project. Fortunately, this is not the case, as we saw in sections 3 and 4. The point, however, is not only that certain cases of self-deception, such as Jack’s and Tom’s, cannot be easily explained by the two main approaches to self-deception. The important point concerns the commonalities between those cases, and what distinguishes them from other cases of self-deception. Recall that the conflict and normativity features apply to a collection of cases that have something quite interesting in common. In section 7, we saw that, in those cases of self-deception, the subject matter of the deception is the self-deceived subject herself.
 This is an important aspect of the type of self-deception that we have been investigating. It is a form of self-deception with a very distinctive intentional object. Its object differentiates it from the type of condition on which, for example, motivationalism concentrates. And it seems that this distinctive aspect of the type of self-deception that is characterized by the conflict and normativity features is worth preserving. It would be unfortunate to assimilate this type of self-deception to the type of activity that consists in changing one’s own mind intentionally, or to the process of forming a belief in a motivationally biased way. It seems that a theory of self-deception that produced either of those two outcomes would miss something special about the type of self-deception that exhibits the conflict and normativity features. Thus, the main consideration in support of the significance of the project in this paper is that the proposed account of self-deception captures an important aspect of a particular variety of self-deception; an aspect that sets it apart from other types of self-deception.
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� In what follows, I will use ‘thinking’ and ‘believing’ interchangeably. I will also talk of ‘ascribing’ and ‘attributing’ a mental state to a subject to refer to the act of believing that the subject is in that state. Thus, I will use locutions such as ‘S self-ascribes the belief that P’ and ‘S self-attributes the belief that P’ to refer to a subject’s occurrent belief that she believes that P. Hopefully this will cause no confusion. 


� The point that there is a tension between verbal and non-verbal behavior in self-deception is highlighted, for example, in Robert Audi (1997: 104). The particular formulation of the conflict of self-deception offered here might be somewhat narrow: My own view is that there are cases of self-deception in which the subject behaves as if she had a certain desire even though she claims not to have it. However, the two approaches to self-deception discussed below exclude such cases. Thus, the conflict of self-deception is formulated here in terms of beliefs to ensure that we do not beg the question against those two approaches.


� I am grateful to an anonymous referee for bringing this to my attention.


� The intentionalist can put forward a version of intentionalism that does not require the simultaneous presence of two contradictory beliefs (Bermúdez 2000). Alternatively, the intentionalist can claim that there is nothing paradoxical about holding two inconsistent beliefs, which is possible as long as the inconsistency is not apparent to the subject (Foss 1980). The intentionalist can also postulate a division of the subject’s mind, thanks to which the two inconsistent beliefs are held in different parts of it (Pears 1984). For reasons of space, I cannot pursue these three strategies here. 


� First-order motivationalists may propose, for instance, that it is possible for Jack to believe that the type of cancer that runs in his family is untreatable. Accordingly, Jack might assess the risk of falsely believing that he is healthy as relatively low, which would help us account for his avoidance behavior. Second-order motivationalists, on the other hand, may propose that, even though Jack is being rational from a practical point of view, he has nonetheless behaved in an objectionable way from an epistemic point of view. (For example, Jack wanted to have a belief which he has reasons to think is false, which, one might argue, is epistemically irresponsible.) This would help us explain the intuition that Jack is blameworthy. I am grateful to an anonymous referee for suggesting these lines of response.


� Notice that this use of ‘grounds’ is not meant to carry any normative connotations. Grounds, as conceived here, are states simply characterized by their causal role.


� Importantly, the two sets of facts are independent of each other. For that reason, the bypass model does not commit us to the view that, when I form the belief that I believe that some proposition P is the case, that belief is justified if and only if my belief that P is justified.


� For other explanatory benefits of the model, see [deleted references].


� See (Scott-Kakures 2002) for a more recent version of this idea.


� Approaches to self-deception as a failure of self-knowledge tend to emphasize this aspect of the type of self-deception that is illustrated by cases such as Jack’s and Tom’s. See, for example, (Holton 2001) and (Funkhouser 2005). 
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